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Abstract

The public have used Twitter world wide for expressing opinions. This study 
focuses on spatio-temporal variation of georeferenced Tweets’ sentiment polar-
ity, with a view to understanding how opinions evolve on Twitter over space 
and time and across communities of users. More specifically, the question this 
study tested is whether sentiment polarity on Twitter exhibits specific time−
location patterns. The aim of the study is to investigate the spatial and temporal 
distribution of georeferenced Twitter sentiment polarity within the area of 1 
km buffer around the Curtin Bentley campus boundary in Perth, Western Aus-
tralia. Tweets posted in campus were assigned into six spatial zones and four 
time zones. A sentiment analysis was then conducted for each zone using the 
sentiment analyser tool in the Starlight Visual Information System software. 
The Feature Manipulation Engine was employed to convert non-spatial files 
into spatial and temporal feature class. The spatial and temporal distribution 
of Twitter sentiment polarity patterns over space and time was mapped using 
Geographic Information Systems (GIS). Some interesting results were identi-
fied. For example, the highest percentage of positive Tweets occurred in the 
social science area, while science and engineering and dormitory areas had 
the highest percentage of negative postings. The number of negative Tweets 
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increases in the library and science and engineering areas as the end of the 
semester approaches, reaching a peak around an exam period, while the per-
centage of negative Tweets drops at the end of the semester in the entertain-
ment and sport and dormitory area. This study will provide some insights into 
understanding students and staff ’s sentiment variation on Twitter, which could 
be useful for university teaching and learning management.
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Introduction

Twitter as one of vital platforms for people to publically express their opinions 
and feelings about events and their private lives, has attracted enormous atten-
tion with millions of followers (Li et al. 2013). Numerous studies have been 
conducted on opinion mining and sentiment analysis on Twitter (Pang & Lee 
2008; Poria et al. 2014; Taboada et al. 2011; Liu 2012). The sentiment classi-
fication methods have been developed from simple text mining to advanced 
symbol and feature recognition (Liu 2012), from a pure sentiment analysis to 
a sentiment and subjective analysis (Pang & Lee 2004), from machine learn-
ing or lexicon-based approaches to more advanced hybrid methods (Serrano-
Guerrero et al. 2015) and from sentiment orientation with only two directions 
(e.g. positive and negative) coarse measurement scale to a fine grained classifi-
cation (Fink et al. 2011). However, limited sentiment analysis research has been 
conducted from a spatial and temporal perspective. This study tested a research 
question of whether sentiment polarity on Twitter exhibits specific time−loca-
tion patterns.

The aim of this paper is to investigate the spatial and temporal distribution 
of georeferenced Twitter sentiment polarity within Bentley campus, Cur-
tin University in Perth Western Australia. The campus was divided into six 
zones – science and engineering buildings, social science buildings, library, lec-
ture theatre, dormitory, entertainment and parking areas and four periods of 
time – beginning of the semester, middle of the semester, end of semester and 
after examination to investigate how Twitter sentiments vary across different 
zones and time periods. The Starlight Visual Information System1 was used to 
conduct a sentiment analysis. The Feature Manipulation Engine (FME2) was 
employed to convert non-spatial files into spatial and temporal feature class. 

	 1	 http://starlight.pnnl.gov.
	 2	 http://www.safe.com.

http://http://starlight.pnnl.gov
http://www.safe.com


Spatial and Temporal Sentiment Analysis of  Twitter data  207

The sentiment polarity patterns across six spatial zones and four temporal 
zones were mapped using the ArcGIS3 software.  

The paper is structured as follows. Section 2 presents the research context 
including a review of the relevant research literature associated with methods 
for a Twitter sentiment analysis. The research method in Section 3 describes 
the overall approach taken in this research. Section 4 presents the results, and 
the paper concludes with a discussion of key findings and implications of our 
observations on different Twitter topics in Section 5.

Related work

Sentiment analysis is the Natural Language Processing work, which involves 
opinion detection and classification of attitudes in texts (Balahur et al. 2014). 
Numerous studies have been conducted for automatically detecting opinions 
and emotions. This section summarised these studies into two categories. 

Sentiment classification trends

The early studies of sentiment classification are mostly based on text mining 
techniques. Opinion was classified into positive/negative or positive/negative/
neutral. It can be simple two, five or even eleven point scale depending on the 
complexity of a task (Taboada et al. 2011; Pang & Lee 2008; Pang & Lee 2004; 
Whitelaw et al. 2005). Human language tends to be subjective. The same sen-
tence in different tones or contexts could in different emotional states. It creates 
a great challenge to identify the affective state or intended emotional commu-
nication (Sarvabhotla et al. 2011; Pang & Lee 2004; Wilson et al. 2005). There-
fore, subjectivity analysis can go beyond simple category of positive, negative 
or neutral (Liu 2012). Some studies focus on detecting ironic and sarcastic con-
tent of texts. However, there is a huge debate of how to formally define irony 
and sarcasm, which add another dimension of subjectivity analysis (Reyes 
& Rosso 2012). Except extracting polarity of a given text, more fine-grained 
methods have been developed to detect emotion or opinions from symbols, 
such as emoticons  (e.g. ‘ ’, ‘ ’) (Read 2005; Go et al. 2009) and visual features 
or images (Liu 2012). This progression of the studies has taken the sentiment 
analysis research to a new level.

Classification methods 

In order to perform different sentiment classification tasks, various sentiment 
algorithms were developed (Medhat et al. 2014; Serrano-Guerrero et al. 2015). 

	 3	 http://www.esri.com/software/arcgis.

http://www.esri.com/software/arcgis
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Medhat et al. (2014) grouped the SA into two categories: machine learning and 
lexicon-based approaches (see Figure 1). Generally, machine-learning methods 
were used to automatically discover sentiment polarity pattern rules in large 
data in order to learn opinions or emotions of given texts or features. A variety of 
algorithms have been developed (Ye et al. 2009; Rushdi Saleh et al. 2011). Most 
algorithms fall into the category of supervised machine learning. For example, 
Rushdi Saleh et al. (2011) applied Support Vector Machines (SVM) to detect 
whether the opinion expressed in a document is positive or negative about a 
given topic using several weighting schemes. Ye et al. (2009) compared Naïve 
Bayes, SVM and the character based N-gram model for analysing the sentiment 
of travel blogs for seven popular travel destinations in US and Europe. The SVM 
and N-gram approach was found to outperform the Naïve Bayes approach with 
accuracies reaching to at least 80%. Balahur (2013) developed an unsupervised 
method especially for a Twitter data sentiment analysis using the SVM. The 
major contribution of the study is to employ methods in normalising Tweet 
language, including higher order n-grams to spot modifications in sentiment 
polarity articulated and selecting features using simple heuristics.

Lexicon-based approaches focus on measuring subjectivity and opinions 
in texts using Semantic orientation (SO) (Osgood et al. 1957), which capture 
orientations of opinions (positive or negative) and strengths or degrees of ori-
entation (Taboada et al. 2011). Sentiment lexicons are the key for this type 

Figure 1: Sentiment classification techniques (Source: Medhat et al. 2014).
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of methods. For example, Paltoglou and Thelwall (2012) proposed a lexicon-
based approach to identify whether a text conveys negative or positive attitudes 
and to estimate the level of emotional intensity of a text in social media and 
microblogging environments. They added extensive linguistically function-
alities (negation/capitalization detection, intensifier/diminisher detection and 
emoticon/exclamation detection) to the traditional classifiers such as Support 
Vector Machines (SVM), Maximum Entropy classifier and Naive Bayes clas-
sifiers. Khan et al. (2014) utilised a hybrid system framework, which contains 
unsupervised learning algorithms and a dictionary-based method named 
Twitter Opinion Mining Framework (TOM). This method applied a variety of 
techniques for Twitter analysis and classification including a hybrid scheme of 
Enhanced Emoticon Classifier (EEC), SentiWordNet Classifier (SWNC) and 
an improved polarity classifier (IPC) using a list of positive/negative words. 
The findings reveal that the proposed algorithm resolved previous technical 
issues and increased the classification accuracy, effectively reduced the number 
of classified neutrals. Dacres et al. (2013) conducted a topic analysis and sen-
timental analysis in understanding the contents of Tweets and trends posted 
over a 10-day period using machine learning and natural language processing 
techniques. The researchers examined and compared the commenly-used Data 
Science Toolkit’s text2sentiment4, which is based on different methods, such 
as sentiment lexicon (Nielsen 2011), the lexicon-based but data-driven hybrid 
SentiStrength (Thelwall et al. 2012), and Charrerbox’s Sentimental API (Purver 
& Battersby 2012). In Dacres et al. (2013) analysis, best result was achieved by 
the machine learning method (Charrerbox’s Sentimental API) with 84% accu-
racy. In our study, we have also adopted a machine learning method using Sub-
space Transformation (TRUST) engine in Starlight for vector space modelling 
and supervised learning for a sentiment analysis.

Methods

Study area and data collection methods

Study Area

The developed content analysis methods were implemented using Tweets 
within the area of 1 km buffer around Curtin Bentley campus boundary (see 
Figure  2). Curtin University is one of the largest universities in Australia. It 
has more 60,000 students enrolled each year (OFFICE OF STRATEGY AND 
PLANNING 2014). The Bentley campus, as the main campus of Curtin  
University, is located about six km southeast from the Perth CBD. It covers  
116 hectares with a variety of facilities, such as a library, lecture theatres, 
teaching rooms, cafés, dormitories and parking areas (Curtin University 2015).
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Data Gathering And Pre-processing

Because the objective of this paper is to understand spatial and temporal pat-
terns of georeferenced Tweets’ emotional polarity, we only used geotagged 
Tweets posted between 12 May 2014 and 5 Jan 2015 within the area of 1 km 
buffer around Curtin Bentley campus boundary as JSON files via Twitter API 

Figure 2: Curtin University Area Map (Map data © OpenStreetMap contributors).
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and converted to XML format using the Ruby built-in JSON library. More than 
5,000 Tweets were downloaded from Twitter API during the study period but 
around one third of them were located outside the Curtin University boundary. 
After removing the ones outside Curtin University boundary, there were a total 
of 3,172 Tweets gathered. These XML files of Tweets consist of both geo-location 
information and attribute information such as text of Tweets, time created at and  
geolocation, which are directly relevant to our research. Tweets of non-English 
languages were removed for this study in order to simplify the analysis, leaving 
3,097 Tweets in the dataset. In our study, location associated with each Tweet 
is in the format of (x, y) coordinates, which were automatically captured using 
built-in Global Positioning System (GPS) receivers in mobile or tablet applica-
tions, such as a smart phone. This is the exact location where a user Tweeted. 
The accuracy of location recorded by GPS is usually around a few meters. How-
ever, if the location captured by triangulation outside a cellular network, the 
accuracy can range between 30-3000 m, subjecting to the cell distribution (Li 
et al., 2013). These geotagged Twitter data were imported into a geodatabase 
using GIS software, such as, FME and ArcGIS, as point features, Curtin Build-
ings and boundary geography files were extracted from Open Street Map4 and 
converted into the same geodatabase using the ArcGIS software.

Sentiment analysis methods

There are three levels of sentimental analysis –1) document level sentiment 
classification; 2) sentence level sentiment classification; and 3) aspect level sen-
timent analysis (Liu 2012). This research chose the sentence level sentiment 
classification. The sentence level sentiment classification is suitable because of 
its assumption that each sentence contains only one entity or one aspect of 
entity in many cases (Liu 2012). Each Tweet has a limitation of 140 characters 
in order to ensure that information posted on Twitter is straight forward to 
the theme. As a result, it is more suitable to perform a sentence level senti-
ment analysis on Tweets. This study carried out a sentiment analysis by using 
the Starlight’s Sentiment Analyzer function in Starlight Data Engineer (SDE), 
which adopted the Boeing Text Representation using Subspace Transformation 
(TRUST) engine for vector space modelling and text summarisation (Simoff 
et al. 2008). The input for Sentiment Analyzer is XML files. Sentiment Ana-
lyzer analyses individual words of a Tweet and calculates a score of sentiment 
orientation. It returns statistics from the sentiment analysis, such as, senti-
mentTotal, sentimentDiff, sentimentScore, wordCount, sentimentNegative, 
sentimentPositive. In this study, sentimentDiff is the sentiment orientation of 
Tweets. SentimentDiff is the result of sentimentPositive subtracting sentiment-
Negative (Liu 2012). If sentimentDiff is positive number, it means this text hold 

	 4	 http://www.openstreetmap.org 

http://www.openstreetmap.org
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a positive attitude. If sentimentDiff is negative, it means the text expresses a 
negative opinion. These simple statistics returned from the Sentiment Analyzer 
are defined as the followings: 

•	SentimentTotal: the sum of sentimentPositive and sentimentNegative.
•	SentimentDiff: sentimentPositive subtract sentimentNegative.
•	SentimentScore:sentimentDiff divided by WordCount.
•	WordCount: the total number of words in the text.
•	SentimentNegative: each negative term in the text represent by 1. Senti-

mentNegative is the total number of negative words in the text. For exam-
ple, text ‘such a bad day! Everything is wrong’. ‘Bad’ and ‘wrong’ makes the 
sentimentNegative to be 2. 

•	SentimentPositive: each positive term in the text represents by 1. Senti-
mentPositive is the total number of positive words in the text. For instance, 
sentence ‘study hard and the review is quite efficient’, ‘hard’ and ‘efficient’ 
makes the sentimentPositive score to be 2.

From the analysis above, the range of sentiment orientation scores were derived 
from this study from 5 to -6. The sentiment category is shown in Table 1. 
The scale we used does not consider severity of individual words, but their 
frequency.

Sentiment orientation scores ranging from 4 to 5 represent Tweets expressing 
very positive sentiment and sentiment orientation scores ranging from 1 to 3 
mean Tweets holding positive sentiments. Sentiment orientation score 0 means 
Tweets do not express any opinions.  Sentiment orientation scores from -4 to -6 
represent Tweets holding very negative sentiment while sentiment orientation 
scores ranging from -1 to -3 mean negative attitudes.

Spatial and temporal comparison of Twitter sentiment  
polarity patterns

We divided Curtin Bentley University campus into six spatial zones and four 
time periods (see Table 2). The spatial distribution of georeferenced Tweets 

Sentiment Category Sentiment orientation scores
Very Positive 4–5
Positive 1–3
Natural 0
Negative (-1)–(-3)
Very Negative (-4)–(-6)

Table 1: Sentiment category.
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among six zones was derived using ArcGIS software. In addition, the ArcGIS 
software was used to assign all Tweets with time span information and exported 
to an excel spread sheet for further analyses.

Research Hypothesis

•	Spatial difference
Tweets posted in different campus locations are various in sentiments. For 
example, Tweets posted in Entertainment and parking area may be more 
positive while Tweets posted in study areas may be more negative.

•	Temporal difference
Adnan et al. (2012) conducted research on student stress levels at the 
beginning and the end of the semester and found the stress level of uni-
versity students varies throughout a semester. Generally speaking, students 
felt more stressful at the end of the semester than at the beginning of the 
semester. Based on this study, we proposed a hypothesis that more positive  
Tweets are posted at the beginning of semester and after examination com-
pared with the ones posted at the middle of the semester and at the end of 
the semester.  

Results

Overall distribution of the Tweets by sentiments

Three thousand and ninety-seven Tweets were loaded into the Starlight Data 
Engineer for a sentiment analysis and output Tweets were assigned sentiment 
polarity. Then output Tweets from Starlight were further processed in FME to 
be converted into feature classes. Table 3 illustrates the overall distribution of 
the Tweets by sentiments. Around 45% of Tweets contain neutral opinions, such  
as ‘I’m at Curtin University’. Besides, the number of Tweets holding positive 

Study Period Category Time Span
Beginning of the semester 28 July 2014 – 7 September 2014
Middle of the semester 6 May 2014 – 18 May 2014 and 8 September 2014 – 

19 October 2014
End of the semester 19 May 2014 – 27 June 2014 and 20 October 2014 – 

28 November 2014
After examination 28 June 2014 – 27 July 2014 and 29 November 2014 – 

5 January 2015

Table 2: Study period category.
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opinions is nearly as twice as Tweets of negative opinions. Fourteen Tweets con-
tain very negative feelings while thirty-two Tweets have very positive opinions. 

Spatial distribution of sentiment polarity patterns

As it is showed in Figure 3 and Table 4, most Tweets were posted in the enter-
tainment and parking and dormitory area. Tweets posted in the science and 
engineering area do not have very negative opinions, while Tweets posted in 
lecture theatre and library do not contain very positive opinions. Tweets posted 
in social science areas have the highest percentage of positive Tweets (42.1%), 
while Tweets gathered in the library area have the largest percentage of negative 
opinions (21.8% of total Tweets in the area). About 20.7% of total Tweets posted 
in science and engineering area hold negative opinions, while 18% of Tweets in 
social science are negative. Therefore the descriptive data potentially indicates 
that students or staff in the science and engineering areas could feel slightly 
more negative compared with students or staff in the social science areas.

Temporal distribution of sentiment polarity patterns

Sentiment orientation at different study time zones is showed in Table 5. It is 
interesting to note that the largest percentage of negative feeling actually occur 
at the beginning of semester, which is 21.6%. This is different from our hypoth-
esis. The percentage of negative sentiments decreases from the beginning of the 
semester zone to after exam zone, reaching to smallest number of negative opin-
ions (0.08) after examination. The percentage of very negative Tweets is roughly 
the same throughout all four study zones. After examination time zone holds the  
largest percentage of positive Tweets, which is align with the research hypothesis.

The library area contains a large cluster of Tweets (See Figure 4), which shows 
an interesting temporal pattern. At the beginning of the semester,  still more 
positive Tweets occurred than negative ones in the library area. However, as a 
semester goes, more negative Tweets were posted in the library area. The per-
centage of positive Tweets in each temporal zone decreased over time gradually.  
We also summarised the number of negative opinions on Twitter across five 

Sentiments Score range Number of Tweets

Very positive 4–6 32

Positive 1–3 1,091

Neutral 0 1,383

Negative (-1)–(-3) 577

Very Negative (-4)–(-6) 14

Table 3: Overall distributions.
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Figure 3: Sentiments at spatial zones.

Sentiments At Spatial Zones
0 75 150 225 30037.5

Meters

Entertainment 
and Parking

Social Science

Science and 
Engineering

Dormitory

Lecture Theatre
Library

±

Legend

Dormitory

Entertainment and Parking
Lecture Theatre
Library
Social Science

Science and Engineering

Curtin tweets

Legend

Sentiments
Sum of Fields

98

Positive

Neutral

Negative

Very Negative

Very Positive

Spatial zones Very 
Positive

Positive Neutral Negative Very 
Negative

Total

Science and 
Engineering 

5 (2.7%) 59 (31.4%) 85 (45.2%) 39 (20.7%) 0 (0%) 188

Social Science 3 (1.1%) 110 (42.1%) 99 (37.9) 47 (18%) 2 (0.8%) 261

Library 0 (0%) 85 (32.6%) 118 (45.2%) 57 (21.8%) 1 (0.4%) 261

Lecture Theatre 0 (0%) 22 (40.0%) 27 (49.1%) 4 (7.3%) 2 (3.6%) 55

Dormitory 5 (1.6%) 260 (32.1%) 387 (47.8%) 156 (19.3%) 2 (0.2%) 810

Entertainment 
and Parking

19 (1.2%) 555 (36.4%) 667 (43.8%) 275 (18.1%) 7 (0.5%) 1523

Table 4: Sentiments for spatial zones.
*The percentage of very positive Tweets in the Science and Engineering area.
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TimeZones Very 
Positive

Positive Neutral Negative Very 
Negative

Total

Beginning of 
semester

12 (1.5%) 275 (35.6%) 316 (40.9%) 167 (21.6%) 3 (0.4%) 773

Middle of 
semester

11 (0.9%) 407 (33.6%) 542 (44.8%) 244 (20.2%) 6 (0.5%) 1210

End of semester 7 (0.8%) 334 (36.0%) 431 (46.5%) 151 (16.3%) 4 (0.4%) 927

After exam 2 (1.1%) 76 (40.4%) 94 (50.0%) 15 (8.0%) 1 (0.5%) 188

Table 5: Sentiment polarity of temporal zones.

Time 
Zones

Dormitory Science and 
Engineering 

Entertainment 
and Parking

Lecture 
Theatre

Library Social 
Science

Total

Beginning  
the of 
semester

49 11 86 1 7 13 167

Middle 
of the 
semester

72 13 116 3 22 19 245

End of the 
semester

31 14 63 0 28 15 151

After 
examination

4 1 10 0 0 0 15

Table 7: The number of negative opinions on Twitter over space and time.

Time Zones Very 
Positive

Positive Neutral Negative Very 
Negative

Total

Beginning of the 
semester

0 12 (35%*) 15 (44%) 7 (21%) 0 34

Middle of the 
semester

0 34 (33%) 47 (46%) 22 (21%) 0 103

End of the semester 0 38 (31%) 56 (46%) 28 (23%) 1 (1%) 123

After examination 0 1 (100%) 0 0 0 1

Table 6: Sentiment polarity of temporal zones in the library area.
*The percentage of positive Tweets in the beginning of semester

spatial zones and four temporal zones (see Table 7). Interestingly, except the 
science and engineering area, the number of negative opinions dropped at the 
end of semester in the other three areas. Certain temporal patterns of Tweeter 
polarity only occurred at specific locations. This may indicate that Twitter  
sentiments are time-location specific and they might depend on the activities 
conducted at certain locations.
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Figure 4: The distribution of sentiment polarity over time.
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Concluding remarks

This study presents methods for analysing spatial and temporal patterns of 
Twitter sentiment polarity at Curtin University. By using this case study, we 
hope the results can provide some insights into understanding the spatial and  
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temporal variation of students and staff ’s sentiment polarity. We separated 
Tweets into five different spatial zones and four time zones and tested a research 
question of whether sentiment polarity on Twitter exhibits specific time-loca-
tion patterns.  

Interestingly, although the number of positive Tweets posted in the enter-
tainment and parking area were larger than the ones posted in the study areas, 
the highest percentage of positive Tweets were found in social science with over 
40%. Besides, science and engineering and dormitory areas had the highest 
percentage of negative postings (both over 19%). It indicates that the sample 
of students in social science students tended to post twitter messages contain-
ing a higher ratio of positive-to-negative words than the sample of students in 
science and engineering in Curtin university. In addition, a trend of increasing 
number of negative Tweets was identified in library and science and engineer-
ing areas as a semester goes from the beginning to the end, reaching a peak 
around the exam period. While for the entertainment, sport and dormitory 
area, the percentage of negative Tweets dropped at the end of semester. This 
could mean that negative feelings might be associated with exam induced stress 
and study workload (Adnan et al. 2012).  

The spatial and temporal sentiment analysis used geotagged Twitter data, 
which allow a sentiment polarity analysis at a fine-grained level. This method 
can be applied in many areas, such as polls (Wang et al. 2012a), consumer 
opinions concerning brands (Jansen et al. 2009), stock market performance 
(Bollen et al. 2011), crime prediction (Wang et al. 2012b) and tourism infor-
mation (Shimada et al. 2011). However, there are a few limitations to be con-
sidered when making conclusions from this study. For example, outputs from 
the sentiment analysis in Starlight Data engineer are not perfectly accurate. For 
example, emotion tokens cannot be analysed in the sentiment analysis. Some 
emotion tokens, such as ‘ ’ and ‘ ’, actually express very obvious attitudes. 
But our methods in the sentiment analysis cannot process them. Besides, our 
sentiment analysis methods cannot handle sarcasm properly. For example, a 
Tweet of ‘Well done. You have forgotten your umbrella’ expresses a negative 
feeling, but the sentiment analysis misclassified it as positive. Some Tweets do 
not have sentiment words but they imply some emotions, which the sentiment 
analysis could misclassify them. For instance, ‘Sleeping pattern is sooo screwed 
up, no more 4am’ appears to be a negative sentiment, but the sentiment analy-
sis classified it as neutral. In the future, this study will adopt more advanced 
algorithms, such as methods developed by Liu (2012), Katz et al. (2015) and 
Poria et al. (2014) for the sentiment analysis. In addition, in this study, we 
tested our hypotheses in only one university. We will collect Twitter data of 
major universities in Western Australia and conduct a comparison study in 
the future. In addition, we will develop a better measure of sentiment polarity, 
which will take both severity and frequency of individual words into account 
in the future.
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